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THÔNG TIN BÀI BÁO TÓM TẮT 

Tình trạng nhân viên nghỉ việc đặt ra thách thức nghiêm trọng đối với các tổ chức, 

cả về chi phí tài chính lẫn tính liên tục trong vận hành, với chi phí thay thế trung bình 

cho mỗi nhân sự ước tính là 4.129 USD và tỷ lệ nghỉ việc được báo cáo lên đến 

57,3% vào năm 2021. Nghiên cứu này ứng dụng các kỹ thuật học máy để dự đoán 

tình trạng nghỉ việc của nhân viên và xác định các yếu tố tổ chức chính gây ra hiện 

tượng. Phân tích đánh giá bốn mô hình học có giám sát như Support Vector Machine 

(SVM), Logistic Regression (LR), Decision Tree Classifier (DTC), và Extra Trees 

Classifier (ETC), trong đó mô hình ETC sau khi được tối ưu hóa đã đạt độ chính xác 

dự đoán cao nhất là 93%, vượt qua các phương pháp tiên tiến hiện có. Phân tích 

khám phá dữ liệu nhân sự (EEDA) cho thấy thu nhập hàng tháng, mức lương theo 

giờ, cấp bậc công việc và độ tuổi là những yếu tố quan trọng ảnh hưởng đến tình 

trạng nghỉ việc. Các kết quả nghiên cứu nhấn mạnh tính hiệu quả của các phương 

pháp dựa trên trí tuệ nhân tạo trong phân tích lực lượng lao động, đồng thời cung 

cấp những thông tin có giá trị cho các nhà quản lý trong việc nâng cao hiệu quả giữ 

chân nhân viên thông qua các chiến lược dựa trên dữ liệu. 
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1. INTRODUCTION

Employee attrition refers to the natural reduction in an

organization’s workforce due to various reasons such as 

resignations, retirements, or terminations. It is a common 

and ongoing process, yet when attrition occurs at a faster 

pace than hiring, it can lead to vacant positions, decreased 

productivity, and increased operational costs [1]. 

Measuring and monitoring the attrition rate provides 

valuable insight into an organization’s health and 

workforce stability. A high attrition rate typically signals 

frequent employee turnover, which can hinder 

organizational progress and lead to significant losses [2]. 

Attrition can be voluntary, involuntary, external, or 

internal. Voluntary attrition occurs when employees leave 

by choice, while involuntary is initiated by the employer. 

External attrition involves moving to other organizations, 

and internal refers to role changes within the same 

company. Recognizing these types helps organizations 

identify and address the causes of turnover. 

Employee attrition refers to the gradual reduction in 

workforce due to resignations, retirements, or terminations. 

When attrition outpaces hiring, it leads to unfilled roles, 

increased costs, and reduced productivity. It can be 

voluntary, involuntary, external, or internal, and measuring 

its rate helps assess organizational health. In 2021, the U.S. 

attrition rate reached 57.3%, with 3 to 4.5 million 

employees leaving jobs monthly according to the Job 

Openings and Labor Turnover Survey (JOLTS) [2]. High 

turnover poses significant challenges, especially given the 

average hiring cost of USD 4,129 as estimated by SHRM 

[4]. Maintaining a low attrition rate is essential for 

workforce stability and long-term organizational success 

[1], [3]. 

Machine learning (ML) in Artificial Intelligence (AI) 

enables machines to learn from historical data and make 

future predictions, becoming an essential part of data 

science. The objective of ML techniques is to outperform 

human accuracy, and these models are widely used in 

decision-making processes, where machines automatically 

learn from refined data to predict outcomes for new data. 

The primary aim is to identify patterns and gain insights 

from data. Machine learning applications are rapidly 

expanding, addressing real-world problems across various 

domains such as image recognition [6], traffic prediction 

[7], speech recognition, text classification [8], social 

analysis, stock market trading, healthcare [9], and 

agriculture. In the context of employee attrition, machine 

learning models have been used to predict workforce 

turnover [10]. 

Additionaly, the study evaluated various data balancing 

techniques to address the common challenge of imbalanced 

datasets in classification tasks, such as fraud or intrusion 

detection [11]. Techniques including SMOTE, Hybrid 

Sampling, and Clustering-Based Under Sampling were 

tested, and results showed that while data balancing 

improved model performance, no single method 

consistently outperformed the others. Another study 

explored the application of neural networks in real-world 

problem solving, emphasizing their advantages in handling 

large-scale data through parallel processing and high 

computational speed [12]. It was found that feedforward 

and feedback propagation networks performed well on 

large datasets, particularly due to their scalability, fault 

tolerance, and accuracy. These studies provide 

foundational insights into improving predictive models and 

underscore the importance of model selection and data 

preprocessing in attrition prediction. 

This study contributes by applying four machine 

learning techniques: Extra Trees Classifier, Support Vector 

Machine, Logistic Regression, and Decision Tree Classifier 

to predict employee attrition. A comparative analysis was 

conducted to evaluate the models' accuracy, with the 

optimized Extra Trees Classifier achieving the highest 

performance, surpassing other techniques and state-of-the-

art methods. Employee Exploratory Data Analysis was 

used to identify key factors influencing attrition, while the 

Synthetic Minority Oversampling Technique was applied 

to balance the dataset, improving model accuracy and 

reducing prediction complexity. Additionally, K-Fold 

cross-validation was performed to assess the robustness of 

the models. 

The structure of this paper is as follows: Section 2 

reviews related literature, Section 3 presents the 

methodology, Section 4 discusses the proposed approaches 

for employee attrition prediction, Section 5 covers the 

results and evaluations, and Section 6 concludes the study. 

2. RELATED WORK

This section reviews recent literature focused on

predicting employee attrition, highlighting key 

methodologies and findings from previous studies. Several 

recent studies have explored the prediction of employee 

attrition using machine learning techniques. One study 

applied classification algorithms such as K-Nearest 

Neighbors, Extreme Gradient Boosting, AdaBoost, 

Decision Tree, Neural Networks, and Random Forest to HR 

data from Kaggle, achieving an accuracy of 88% after 

regularization tuning [13], [14]. Another study utilized the 

IBM HR dataset and implemented models like AdaBoost, 

Random Forest Regressor, and Logistic Regression, with 

Decision Tree and Logistic Regression models achieving 

86% accuracy in predicting attrition to support 

organizational decision-making [15], [16]. A three-stage 

framework using preprocessing, feature selection via max-

out, and Logistic Regression reported an accuracy of 81% 

[17]. 

Comparative studies using the IBM HR dataset applied 

various models, with Random Forest achieving 85% 

accuracy and highlighting social, financial, and 

professional factors as key contributors to attrition [18], 

[19]. Another approach using gain ratio analysis and 

bootstrapping for data balancing identified the top 

influencing factors and reached an 80% accuracy rate [20]. 

Gradient boosting and ensemble learning, combined with 

hyperparameter tuning and k-fold validation, formed the 

basis of a machine learning pipeline that delivered state-of-

the-art performance [21], [22]. Additionally, one study 

assessed emotional factors through survey data, applying 

Decision Tree, Random Forest, and SVM, achieving an 



Luong Tien Vinh, Phan Thi Ngan 

71 JSLHU, Issue 20, March 2025 

86% accuracy score [23]. Lastly, a systematic flow using 

multiple classifiers in Python identified Random Forest as 

the best performer with 83% accuracy and highlighted key 

causes of attrition through data analysis [24]. 

These studies collectively demonstrate the effectiveness 

of machine learning in predicting employee attrition and 

underscore the importance of data preprocessing, model 

selection, and feature importance analysis. 

3. METHODOLOGY

The methodological framework of this research is

illustrated in Figure 1. The IBM HR Employee Attrition 

dataset served as the foundation for model development 

and evaluation. To uncover meaningful patterns and 

influential factors related to employee attrition, EEDA was 

conducted. Feature engineering was employed to identify 

relevant attributes through correlation analysis and to 

perform necessary encoding procedures. The dataset was 

found to be imbalanced, so the SMOTE was applied to 

address class imbalance and enhance prediction 

performance. 

Following preprocessing, the dataset was divided into 

training and testing subsets using an 85:15 split. Four 

machine learning algorithms were trained on the 85% 

training data and evaluated using the 15% test data. Each 

model underwent hyperparameter tuning to optimize 

performance. The finalized, generalized model was then 

capable of predicting employee attrition outcomes based on 

input employee information. 

Figure 1. The methodological analysis 

3.1 Data set 

This study employed the IBM HR Employee Attrition 

dataset [26], created by IBM data scientists, to develop a 

generalized machine learning model for predicting 

employee attrition. The dataset includes 1,470 employee 

records and 35 features, occupying approximately 402 KB 

of memory. It was analyzed to identify key factors 

contributing to employee turnover, with a summary of 

feature details presented in Table 1. 

Feature engineering played a critical role in optimizing 

model performance by transforming the data and improving 

predictive accuracy. Correlation analysis was conducted to 

identify and remove features with low or negative impact 

on the prediction task. As a result, 14 features—such as 

DailyRate, DistanceFromHome, EmployeeCount, and 

StandardHours—were excluded from the dataset. One-hot 

encoding was then applied to convert categorical variables 

into a machine-readable format [27]. These preprocessing 

steps significantly enhanced the model's ability to learn 

from the data and contributed to achieving high accuracy in 

predicting employee attrition. 

Table 1. The summary of feature details 

Column 
Data 

Type 
Column 

Data 

Type 

Age Int64 StandardHours Int64 

Attrition object StockOptionLevel Int64 

BusinessTravel Object TotalWorkingYears Int64 

DailyRate Int64 
TrainingTimesLastY

ear 

Int64 

Department Object WorkLifeBalance Int64 

DistanceFromHome Int64 YearsAtCompany Int64 

Education Int64 YearsInCurrentRole Int64 

EducationField Object 
YearsSinceLastProm

otion 

Int64 

EmployeeCount Int64 
YearsWithCurrMana

ger 

Int64 

EmployeeNumber Int64 Over18 Int64 

EnvironmentSatisfa

ction 
Int64 OverTime 

Int64 

Gender Object PercentSalaryHike Int64 

HourlyRate Int64 PerformanceRating 
Obje

ct 

JobInvolvement Int64 
RelationshipSatisfact

ion 

Obje

ct 

JobLevel Int64 MonthlyIncome Int64 

JobRole Object MonthlyRate Int64 

JobSatisfaction Int64 
NumCompaniesWor

ked 
Int64 

MaritalStatus Object 

3.2 Employee Exploratory Data Analysis (EEDA) 

The EEDA was instrumental in uncovering patterns and 

identifying key factors influencing attrition. As illustrated 

in Figure 2, analysis of age and monthly income 

distributions revealed that attrition is highest among 

employees aged 10 to 25, with a noticeable decline as age 

increases. Similarly, employees earning between USD 
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1,000 and 5,000 exhibited a higher attrition rate, 

highlighting the combined impact of age and income on 

turnover. Figure 5 presents a pair plot of key features, 

indicating elevated attrition rates among employees at job 

levels one and two, particularly within the first year of 

employment. Additionally, tenure with the current manager 

and overall years at the company were influential factors. 

These findings support the identification of critical drivers 

of attrition through data visualization and pattern analysis. 

Figure 2. The age and monthly income distributions 

3.3 Data Resampling 

To address class imbalance in the dataset, the SMOTE 

was applied [28], resulting in a more balanced target 

distribution. This resampling helped reduce model 

complexity and improve accuracy by ensuring the learning 

algorithm was trained on an equal representation of classes. 

Figure 3 illustrates the data distribution before and after 

resampling.  

(a) The unbalanced target category

(b) The target category after balancing the dataset.

Figure 3. The dataset resampling using SMOTE technique 

4. PROPOSED MACHINE LEARNING

APPROACHES

In this study, four advanced machine learning 

algorithms were employed for employee attrition 

prediction: Support Vector Machine (SVM), Logistic 

Regression (LR), Decision Tree Classifier (DTC), and 

Extra Trees Classifier (ETC). Among these, the ETC model 

is proposed as the primary approach due to its superior 

performance.  

A. Support Vector Machine (SVM)

The SVM technique [29, 30], a supervised learning

algorithm, constructs a decision boundary referred to as a 

hyperplane, that effectively separates data points in an n-

dimensional space. This hyperplane is formed by 

identifying support vectors, which are the critical data 

points closest to the boundary. The optimal hyperplane is 

iteratively refined to minimize classification error, as 

expressed mathematically as 

𝑊1𝑥⃗⃗⃗⃗⃗⃗⃗⃗ + 𝑥 + 𝑏 = 0, (1) 

where w is the weight vector, x the input features, and b the 

bias term. 

B. Logistic Regression (LR)

The LR is a supervised machine learning technique

commonly used for binary classification tasks. It models 

the relationship between a dependent variable and one or 

more independent variables by employing a logistic 

(sigmoid) function [31]. This S-shaped curve maps 

predicted values to probabilities ranging between 0 and 1, 

making it suitable for classification problems. The LR 

model predicts the likelihood of a class label based on a 

linear combination of input features, as shown  

𝑦 =
𝑒(𝑏0+𝑏1∗𝑥)

(1 + 𝑒(𝑏0+𝑏1∗𝑥))
, 

where y represents the predicted output, b₀ is the bias term, 

and b₁ is the coefficient associated with input x. 

C. Decision Tree Classifier (DTC),

DTC is a hierarchical structure where internal nodes

represent attributes, branches denote decision rules, and 

leaf nodes correspond to target class labels. DTC operates 

by learning decision rules from training data to predict class 

outcomes. Its interpretability and similarity to human 

decision-making processes make it particularly useful. The 

model selects optimal attributes using metrics such as 

Information Gain and the Gini Index, the latter of which is 

calculated as: 

Gini Index = 1 − ∑₍ⱼ₎ Pⱼ²  (3), 

 where Pⱼ represents the probability of class j. 

D. Extra Trees Classifier (ETC),

ETC is an advanced ensemble learning method that

builds upon the principles of bagged decision trees. While 

conceptually similar to the Random Forest algorithm, ETC 

differs in its construction approach by introducing greater 

randomness in feature selection and decision rule 

formulation. Multiple de-correlated trees are generated 

through random splits on the training dataset, and their 

outputs are aggregated via majority voting to enhance 
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prediction performance. The entropy measure used for 

decision tree splitting is defined in Equation (4): 

Entropy(S) = −∑ᵢ pᵢ log₂(pᵢ). (4) 

During training and evaluation, the proposed ETC 

model achieved an accuracy of 93% on unseen data, 

demonstrating strong generalization capabilities. Accuracy 

is computed using Equation (5), based on true positive 

(TP), true negative (TN), false positive (FP), and false 

negative (FN) classifications. 

Accuracy =
 TP + TN 

 TP + FP+ TN+ FN 
(5) 

To further evaluate model performance, precision and 

recall were both calculated at 93%, using Equations (6) and 

(7), respectively. These metrics assess the model’s ability 

to correctly classify positive instances. The F1-score, a 

harmonic mean of precision and recall, also reached 93%, 

indicating balanced performance across both measures.  

Precision=
 TP 

 TP + FP 
(6) 

Recall =
 TP 

 TP + FN 
(7) 

Additionally, the model’s log loss, which quantifies 

prediction error in probabilistic classification, was 

calculated at 2.33, as expressed in Equation (8). 

F1-score =
2* Recall *Precision 

 Recall + Precision
(8) 

5. RESULTS AND DISCUSSIONS

The experiments were conducted on a system with an

Intel® Xeon® CPU, 13 GB RAM, and AMD EPYC 7B12 

processor. We evaluated four models, such as LR, SVM, 

DTC, and ETC using accuracy, precision, recall, and F1-

score. 

In Table 2 shows LR achieved the lowest accuracy 

(72%), followed by DTC (83%) and SVM (87%). The 

proposed ETC model outperformed the others with 93% 

accuracy, precision, recall, and F1-score. Dataset balancing 

using SMOTE improved performance, and ETC proved 

most effective for predicting employee attrition. 

Table 2 The accuracy performance 

Models Accuracy Score % 

ETC 93 

SVM 87 

LR 72 

DTC 83 

Table 3 presents the classification report for all machine 

learning models based on precision, recall, F1-score, and 

support—both category-wise and average. The proposed 

ETC outperformed others with the highest scores across all 

metrics. 

Table 3. The employed approaches classification 

Category Precision% Recall% 
F1 

Score% 

Support 

Score 

ETC 

0 92 95 94 193 

1 93 92 93 177 

Average 92 93 93 370 

SVM 

0 90 84 86 185 

1 85 90 87 186 

Average 88 88 86 373 

LR 

0 77 69 71 195 

1 70 75 72 173 

Average 74 73 72 375 

DTC 

0 86 82 85 192 

1 81 83 84 180 

Average 83 82 83 377 

To further validate performance, 10-fold cross-

validation was applied to all models. The k-fold results, 

shown in Table 4 and Figure 4, demonstrate improved 

model accuracy, with ETC consistently achieving superior 

results. 

Table 4. The K-Fold cross-validation comparative analysis 

among the employed approaches 

Models K-Fold Accuracy Score% 

ETC 10 93 

SVM 10 88 

LR 10 74 

DTC 10 84 
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Figure 4. The comparative performance analysis of employed 

approaches with K-Fold validation 

Comparative analysis in Tables 5 and 6 shows that the 

proposed ETC model surpasses previously applied state-of-

the-art approaches, establishing it as the most effective 

method for predicting employee attrition. 

Table 5. The proposed ETC approach performance 

Accuracy Score% Precision% Recall % 

10 SVM 88 

10 LR 74 

10 DTC 84 

Table 6. The performance validation comparative analysis 

Literature 
Technique Accuracy 

Score% 

[13] Decision Tree 88 

[15] 
Decision Tree + 

Logistic Regression 

86 

[17] Logistic Regression 81 

[18] Random Forest 85 

[20] 
Support Vector 

machines 

80 

Proposed ETC 93 

6. CONCLUSION

This study employed four advanced machine learning

techniques, such as ETC, SVM, LR, and DTC to predict 

employee attrition. The ETC model outperformed the 

others, achieving 93% accuracy, precision, recall, F1 score, 

and ROC-AUC. In comparison, SVM, LR, and DTC 

achieved accuracy scores of 87%, 72%, and 83%, 

respectively. After applying SMOTE for data balancing 

and validating results through 10-fold cross-validation, 

ETC consistently maintained the highest performance, 

while SVM, LR, and DTC achieved 88%, 74%, and 84%, 

respectively. The EEDA identified key attrition factors, 

including monthly income, hourly rate, job level, and age. 

These findings provide valuable insights for organizations 

to address employee turnover. As a future direction, the 

study proposes the integration of deep learning models and 

enhanced feature engineering to further improve prediction 

accuracy. 
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